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Computer simulation study of the structure of the liquid-vapor interface of mercury
at 20, 100, and 200 °C
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Department of Chemistry and The James Franck Institute, The University of Chicago, Chicago, Illinois 60637
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We report the results of self-consistent quantum Monte Carlo simulations of the liquid-vapor interface of
Hg. Our calculations are intended to answer two questions:~i! What is the quality of agreement between
experimental data and calculations of the structure of the liquid-vapor interface of Hg based on the best
available treatment of an inhomogeneous liquid metal?~ii ! How well does a theory of the liquid-vapor
interface of a metal that uses a simple model local pseudopotential reproduce the predictions obtained from a
theory that uses an accurate nonlocal pseudopotential? As for the liquid-vapor interfaces of other metals, we
find that the density distribution along the normal to the liquid-vapor interface of Hg~the longitudinal density
distribution! is stratified, with a penetration depth into the bulk liquid of about three layers. The use of a
nonlocal pseudopotential in the self-consistent Monte Carlo simulations leads to very good agreement between
the calculated and observed longitudinal density distributions. We also show that the use of a model local
pseudopotential leads to a qualitatively correct description of the longitudinal density in the liquid-vapor
interface of Hg. When the model local pseudopotential is used, the locations of the strata in the longitudinal
density distribution are correct but the peak heights are too large and the peak widths are too small. The largest
part of the error arising from the use of the model local pseudopotential can be traced to the error in the
predicted surface tension. The quality of the agreement between simulations based on the best nonlocal
pseudopotential and those based on a simple model local pseudopotential is sufficient to make the latter a very
useful tool for inferring the qualitative properties of a broad class of inhomogeneous liquid metals and alloys.
We also report the results of calculations of the transverse~in-plane! structure of the liquid-vapor interface of
Hg, for several slices of the interface. Except in the outermost layer, the transverse pair correlation function is
found to be indistinguishable for the bulk liquid pair correlation function, in agreement with the available
experimental data. Unlike the case of the liquid-vapor interface of alkali metals, our results imply there is a
nontrivial difference between the transverse pair correlation function in the outermost layer of the liquid-vapor
interface of Hg and that in the bulk liquid. The difference takes the form of an exaggerated shoulder on the first
peak of the pair correlation function and is of the type which some investigators believe is associated with
dimerization. However, we can find no direct evidence for dimer formation in images from our simulations of
the positions of the ion cores in the outermost layer of the liquid-vapor interface of Hg.
@S1063-651X~99!04401-3#

PACS number~s!: 68.10.2m, 61.20.2p, 68.35.Ct
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I. INTRODUCTION

The initial development of the theory of metals was p
marily concerned with understanding the influence of
field of a three dimensional periodic lattice of ion cores
the energy spectrum of a free electron gas. One impor
consequence of those studies is the association of the m
lic character of a crystalline material with the existence
broad, delocalized, partially filled electronic energy ban
while the thermal displacements of the ion cores from
lattice positions generate small perturbations that limit
electron mobility. This version of the theory of metals is n
immediately applicable to liquids because of the absenc
an underlying periodic lattice which can be used to char
terize the static distribution of ion cores in the liquid. It w
the development of the nearly free electron~NFE! theory of
homogeneous liquid metals in the 1960s, by Ziman and
workers, that first provided a satisfactory representation
the relationship between electronic structure, electron tra
port properties, and the distribution of ion cores in a liqu
@1#. Numerous accounts of the applications of this theory
the calculation of diverse thermodynamic and transport pr
PRE 591063-651X/99/59~1!/479~13!/$15.00
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erties of bulk liquid metals can now be found in the literatu
@2#. In contrast, our understanding of the structure and e
tronic properties of inhomogeneous liquid metal systems,
example, the liquid-vapor and liquid-crystal interfaces
metals, has progressed very slowly. That slow progress is
part, due to the necessity to construct a theoretical desc
tion of a two-component, spatially nonuniform, partially di
ordered distribution of ion cores and valence electrons w
allowance for the occurrence of a metal-to-nonmetal tran
tion and, in part, due to the paucity of experimental data w
which to test the predictions of, and with which to challen
the interpretations of, the proposed theoretical analy
However, there is now available a combination of theoreti
developments@3#, of improvements in computer simulatio
methodology @4,5#, and of advances in x-ray reflectio
@6–12# and grazing incidence x-ray diffraction methodol
gies @13–16# that provides the tools needed for the comp
hensive investigation of the structural properties of inhom
geneous metals.

The liquid-vapor interface is a self-supporting regio
separating coexisting gaseous and liquid phases which h
very different densities, hence it is a natural vehicle for t
479 ©1999 The American Physical Society
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480 PRE 59CHEKMAREV, ZHAO, AND RICE
study of the properties of inhomogeneous fluids. It is n
firmly established that the structure of the liquid-vapor int
face of a simple fluid depends on features of the intermole
lar potential which are different in dielectric and metals. In
dielectric liquid, whose potential energy is adequately rep
sented by a sum of density independent pair interactions
longitudinal density profile in the liquid-vapor interface~i.e.,
along the normal to the interface! monotonically decreases a
one passes from the bulk liquid side to the vapor side of
interface; near the triple point of the liquid the width of th
profile is about two to three molecular diameters@17–19#. In
contrast, in a liquid metal the interaction between a pair
ion cores has a strong dependence on the electron densi
the pair interactions in the liquid-vapor interface depend
position along the normal to the interface. In this case
longitudinal density distribution in the liquid-vapor interfac
has pronounced oscillations; near the freezing point of
metal these oscillations penetrate three to four atomic di
eters into the bulk liquid@6–11,20–29,19#. The stratification
of the liquid-vapor interface of a metal can be interpreted
a signature of the strong confining force exerted on the
cores in the interface, and the confining force can be tra
to the density dependence of the volume term in the poten
energy functional of the electron-ion core system.

The most useful current theoretical description of t
structure of a liquid metal-vapor interface is derived fro
self-consistent quantum Monte Carlo simulations. The a
lytical basis for the simulations, as developed by D’Evel
and Rice@20,21# and later refined by Harris, Gryko, and Ric
@22,23#, is the density functional pseudopotential represen
tion of the properties of an inhomogeneous metal. The
culation of the nonlocal pseudopotential requires, as in
the electron density distribution in the interface; this dis
bution is obtained from the solution to the relevant Koh
Sham equation@30#. The nonlocal pseudopotential of th
system is then used in a Monte Carlo simulation of the s
tem properties. Since the local electron density chan
when the ion cores are moved, the pseudopotential mus
recalculated after each Monte Carlo move. This proced
when carried to convergence, generates self-consistent
tron and in core distributions for the metal. To date, t
procedure described has been used to study the liquid-v
interfaces of Na, Cs, Hg, Mg, Ga, Al, In, Tl, and the dilu
alloys BiGa and InGa@24–26,28,29#. In general, there is
very good agreement between the predicted@25–28# and ex-
perimentally inferred@6,9,11,12,16# longitudinal density dis-
tributions in the liquid-vapor interfaces of Ga, BiGa, a
InGa. The character of this agreement suggests that the
tent theory can be used as a reliable predictor of the pro
ties of other inhomogeneous liquid metal systems. Howe
the calculations of the properties of the systems just c
utilize a sophisticated nonlocal representation of the ato
interactions, and require very extensive and lengthy com
tations. Moreover, the formalism does not provide a sim
conceptual picture of the elements of the interaction wh
are most important for the determination of the structure
the liquid-vapor interface of a metal, hence there is no sim
way of inferring the qualitative properties of a broad class
inhomogeneous metals and alloys from knowledge of th
nonlocal pseudopotentials.

This paper is concerned with two issues:~i! What is the
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quality of the agreement between the predicted and obse
density distribution along the normal to the liquid-vapor i
terface of Hg?~ii ! How well does a theory of the liquid
vapor interface structure which uses a simple local pseu
potential reproduce the predictions obtained from a the
which uses an accurate nonlocal pseudopotential?

We are aware of only one previous theoretical study
the structure of the liquid-vapor interface of Hg, b
D’Evelyn and Rice@20#. They reported the results of sel
consistent Monte Carlo simulations of the liquid-vapor inte
face of a small spherical cluster of 256 atoms. In the exe
tion of the simulations they imposed the condition of loc
electroneutrality and included, through a semiempirical
satz, the occurrence of a metal-to-nonmetal transition in
liquid-vapor interface. We note that imposition of the co
straint of local electroneutrality requires that the ion core a
electron charge distributions be identical, which is an a
proximation that compromises the accuracy of the predic
longitudinal density distribution. Indeed, the D’Evelyn-Ric
results can only yield a qualitative description of the stru
ture of the liquid-vapor interface of Hg. Improvement of th
quality of the theoretical prediction of the structure of t
liquid-vapor interface of Hg is one of the objectives of th
studies reported in this paper.

Chekmarev, Zhao, and Rice@19# have reported the result
of self-consistent Monte Carlo simulation studies of t
structure of the liquid metal-vapor interface based on use
a modified semiempirical empty-core model potential. T
predicted structures of the liquid-vapor interfaces of Na a
Cs were found to agree very well with the structures obtain
from previous simulation studies@22# which were based on
use of a complicated nonlocal pseudopotential. In this pa
we pursue further the idea of constructing a simplified, qu
tatively sound, description of the liquid-vapor interface of
metal by extending the local model potential formalism@19#
to the case of a polyvalent metal, namely, Hg. Our goals
to test the accuracy of the local model potential formali
against the predictions made using a nonlocal pseudopo
tial representation, and to test the accuracy of both aga
the experimentally inferred longitudinal density distributio
in the liquid-vapor interface of Hg@7#.

Bulk Hg is one of a class of liquid metals in which the
are complex, possibly noncentral, atomic interactions;
signature of membership in this class is commonly taken
be the asymmetry of the first peak of the static struct
function S(q) @31–33#. The asymmetry typically takes th
form of a broad ‘‘shoulder’’ on the largeq side of the first
peak ofS(q) @33#. Liquid metals in this class can be deep
supercooled, and they exhibit polymorphism in their so
phases@31,33#. It is argued by some investigators@31,34#
that the local ordering in liquid Hg is reminiscent of th
rhombohedral ordering found in solidaHg ~though this in-
terpretation has not been confirmed in other studies@35#!.
Accepting that the atomic interactions in liquid Hg are co
plex, what is the structural response to the variation of
valence electron and ion densities across the interface?
reasonable to expect unusual ordering of the ion cores in
inhomogeneous region separating the bulk liquid and the
por, and will that ordering be sensitive to variation of th
temperature? As for the liquid-vapor interfaces of other m
als, we find that the longitudinal density distribution in th



n
a
te
b
di
ca

o
r-
e
tri

t
ri
b

ua
be
o
er
ad

rs
r
y
io
id
x
c
r-
th
a
x-
tio
v
n
ur
os

r
o

i
e

w-
e

in
se
rm

n

ro

-
the
n,

a
the
rly-
se-
.

the
lf a
ok-

ect
en

ed
n-

l-

re-

he
lec-
he
t is

so-
t of
y of
he

of
en-
oth
h
tin-

nta-
d in
nd

re-

PRE 59 481COMPUTER SIMULATION STUDY OF THE STRUCTURE . . .
liquid-vapor interface of Hg is stratified, with a penetratio
depth into the bulk liquid of about three layers. We find th
the use of a nonlocal pseudopotential in the self-consis
Monte Carlo simulations leads to very good agreement
tween the calculated and observed longitudinal density
tributions. We also show that the use of a model lo
pseudopotential leads to a qualitatively correct description
the longitudinal density distribution in the liquid-vapor inte
face of Hg. When the model local pseudopotential is us
the locations of the strata in the longitudinal density dis
bution are correct but the peak heights are too large and
peak widths are too small. The largest part of the error a
ing from the use of the model local pseudopotential can
traced to the error in the predicted surface tension. The q
ity of the agreement between simulations based on the
nonlocal pseudopotential and those based on a simple m
local pseudopotential is sufficient to make the latter a v
useful tool for inferring the qualitative properties of a bro
class of inhomogeneous liquid metals and alloys.

We also report the results of calculations of the transve
~in-plane! structure of the liquid-vapor interface of Hg, fo
several slices of the interface. Except in the outermost la
of the liquid-vapor interface, the transverse pair correlat
function is found to be indistinguishable from the bulk liqu
pair correlation function, in agreement with the available e
perimental data. Unlike the case of the liquid-vapor interfa
of alkali metals, our results imply there is a nontrivial diffe
ence between the transverse pair correlation function in
outermost layer of the liquid-vapor interface of Hg and th
in the bulk liquid. This difference takes the form of an e
aggerated shoulder on the first peak of the pair correla
function and is of the type which some investigators belie
is associated with dimerization. However, we can find
direct evidence for dimer formation in images from o
simulations of the positions of the ion cores in the outerm
layer of the liquid-vapor interface of Hg.

II. THEORETICAL BACKGROUND

We have carried out self-consistent quantum Monte Ca
simulations of the structure of the liquid-vapor interface
Hg using both an accurate nonlocal pseudopotential†the en-
ergy independent model potential~EIMP! @36#‡ and a simple
model potential. The general methodology associated w
both forms of the pseudopotential is the same; it has b
described in detail in our previous papers@21,25,19#, and
will not be repeated here. It is sufficient to note that, follo
ing D’Evelyn and Rice@21#, we base our analysis on th
effective ~pseudoatom! Hamiltonian forN ions andNZ sp-
valence electrons. This Hamiltonian is derived by evaluat
the electronic free energy of an inhomogeneous metal to
ond order in the electron-ion pseudopotential; it has the fo

H5(
i 51

N pi
2

2m
1U0@r0~r !,nel~r !#1(

i , j
Veff„Ri ,Rj ;nel~r !…,

~1!

where pi is the momentum of theith atom with massm,
Veff„Ri ,Rj ;nel(r )… is the effective pair potential betwee
ions i andj located atRi andRj , respectively, andr0(r ) and
nel(r ) are the corresponding reference jellium and elect
t
nt
e-
s-
l
f

d,
-
he
s-
e
l-
st

del
y

e

er
n

-
e

e
t

n
e
o

t

lo
f

th
en

g
c-

n

densities. The functionalU0 is a structure independent con
tribution to the energy which is, however, dependent on
electron and jellium densities. In the following discussio
we use atomic units for length (1a050.529 177 Å! and en-
ergy ~1 a.u.527.116 eV!.

Because of the importance we place on developing
qualitative understanding of the relationship between
structure of the liquid metal-vapor interface and the unde
ing atomic iterations, we now focus attention on how a u
ful approximate model of that interface can be developed

A. Effective pair potential

The evaluation of the pair interaction portion of Eq.~1!
requires knowledge of the electron response function for
inhomogeneous system, the calculation of which is itse
rather tedious task. The latter can be circumvented by inv
ing the local density approximation~LDA ! in the calculation
of the interionic potential functional@21,25,19#. This ap-
proximation is valid in the limit of slowly varying electron
density, yet, we expect it to be at least qualitatively corr
near a metal surface. The pair potential contribution is th
expressed as

Veff~Ri ,Rj ;nel!5VH„uRi2Rj u;
1
2 @nel~Ri !1nel~Rj !#…,

~2!

with VH(R;nel
LDA) the interaction between two ions separat

by R5uRi2Rj u in a homogeneous fluid with electron de
sity nel

LDA. VH in turn is given by

VH~R;nel
LDA !5

Z* 2

R S 12
2

pE0

`FN~q!sin~qR!

q
dqD 1Wcorr~R!.

~3!

In Eq. ~3!, the first term is due to the direct Coulomb repu
sion between ions with effective valence chargeZ* . For a
nonlocal pseudopotential, the effective valence charge is
lated to the true valence chargeZ and the depletion hole
chargerd , e.g., in the EIMP schemeZ* is defined byZ* 2

5Z22rd
2 @36#. The depletion hole charge originates from t

orthogonality condition between the valence and core e
tron wave functions. When a local model potential, like t
modified empty-core model potential, is used instead, i
customary to set the effective chargeZ* equal to the true
valence chargeZ. The second term in Eq.~3! is an indirect
interaction mediated by the conduction electrons, the
called band structure energy; it tends to offset the effec
the strong Coulomb repulsion and thus lowers the energ
the system. The principal element of this contribution is t
normalized energy-wave-number characteristicFN(q) which
in the full theory is defined in terms of the matrix element
the bare pseudopotential along with the wave-number dep
dent nonlocal screening fields. We stress here that b
FN(q) and rd are functions of the electron density, thoug
the explicit character of those density dependences is con
gent upon the particular form of pseudopotential represe
tion used. Several other terms are commonly incorporate
the expression for the effective pair interaction potential, a
their cumulative contribution is denoted asWcorr(R) in Eq.
~3!. These other terms include the Born-Mayer core-core
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482 PRE 59CHEKMAREV, ZHAO, AND RICE
pulsion potential@37# and the polarization~dispersion! po-
tential which arises from the van der Waals attraction
tween the ion cores@20#. For liquid alkali metals, these
contribution to the effective pair potential have been dem
strated to have negligibly small effect on the longitudin
density distribution in the liquid-vapor interface@19#, but we
find that not to be the case for liquid Hg when the loc
model potential formulation is used.

To calculate the effective pair interaction term, one m
specify the pseudopotential and the local-field factor wh
corrects the random phase approximation dielectric func
for the exchange and correlation effects among valence e
trons @2#. We have chosen to work with the form of th
local-field function proposed by Ichimaru and Utsumi@38#;
this function satisfies the electron gas sum rules and its
rametrized form is particularly suitable for use in compu
simulations. Having stated these choices we remind
reader that the pseudopotential representation is not un
so there is considerable freedom with respect to selectio
the form of the pseudopotential for any given problem. D
cussions of the advantages and disadvantages of diffe
pseudopotential schemes can be found in the literature@2#.

The theoretical description of the electronic structure
liquid Hg is complicated by the presence of a filledd band
slightly below the conduction band, which suggests thatsd
coupling cannot be ignored. A generalized pseudopoten
which includes valence-band–d-band interaction as well a
d-orbital overlap has been developed by Moriarty@32,39#.
Nevertheless, pursuing the goal of simplicity, we employ
local pseudopotential representation based on the Ash
@40# empty-core model potential with a simple additive co
rection. As will be shown below, this simplified potenti
supports a liquid mercury structure which agrees well w
that obtained from available experimental data.

The bare empty-core model potential has the form

vbare~r !5H 0 for r ,Rc

2
Z

r
for r .Rc ,

~4!

whereRc is the empty-core radius, a single parameter t
characterizes the atomic properties. The form for the po
tial displayed in Eq.~4! has the practical advantage that t
energy-wave-number characteristicF(q) has the analytic
form

F~q!5
Vq2

8p S 1

e~q!
21D uvbare~q!u2, ~5!

were V is the volume per atom (V5r21), vbare(q) is the
Fourier transform of the bare pseudopotential, ande(q) is
the test-charge dielectric function which, in turn, is co
puted in terms of the random phase approximation~RPA!
~Hartree! static dielectric function and the local-field facto
@19#. The physical basis of the empty-core potential is d
rived from the ‘‘cancellation theorem’’@1#, which establishes
that, to a first approximation, the true potential felt by
valence electron inside the core region,r ,Rc , is effectively
zero.Rc is typically adjusted to fit some experimental datu
the resulting value is usually found to be close to the
cepted ionic radius. For heavy polyvalent metals, nonlo
-
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effects, such as the relativistic contribution to the binding
the s electrons relative to that of thep electrons, become
pronounced. Integrating such nonlocal effects into
empty-core model potential framework is known@1,41# to
decrease the value of the empty-core radiusRc .

Since it is only a rough approximation to the ‘‘true
pseudopotential, the pair distribution functiong(R) and the
static structure factorS(q) of bulk liquid Hg calculated using
the naive empty-core model of the pseudopotential dev
markedly from those obtained experimentally. The sou
for this discrepancy is the erroneous shape of the effec
pair interaction potential@calculated via Eq.~3! with Wcorr
50] at typical bulk liquid densities; this potential has
minimum at a distance close to the nearest-neighbor spa
in a close-packed lattice. In contrast, the ‘‘true’’ effectiv
pair potential calculated from an accurate relativistic co
pseudopotential@32# is predominantly repulsive. D’Evelyn
and Rice@20# have described how a crude pseudopoten
treatment can be corrected via inclusion of physically me
ingful additional terms. The resultant potential they co
structed for Hg is more difficult to use in simulations than w
think desirable for a simple model. We have found that a
dition of a single correction term, in the form of the Born
Mayer exchange repulsion, can improve the model poten
sufficiently to make it useful for reliable predictions of th
structure of the liquid. We write the Born-Mayer exchan
repulsion in the form

VBM~R!5ABM exp~2BBMR!, ~6!

with ABM andBBM adjustable parameters. Then the total p
interaction energy is calculated via Eq.~3! by using Eq.~5!
and settingWcorr(R)5VBM(R). As is illustrated in Fig. 1, the
parameter valuesRc50.915 a.u.,ABM5200 a.u., andBBM
52.0 a.u. generate an effective pair potential which is v
much like the one constructed by D’Evelyn and Rice from
more sophisticated nonlocal treatment@20#. Our model
pseudopotential also agrees well with the generali
pseudopotential~with filled d band! of Moriarty @42# and the
pseudopotential derived by Jank and Hafner@32#. In Fig. 2
we display the density dependence of the effective pair

FIG. 1. Effective pair potential for liquid mercury at 20 °C~ex-
perimental density 0.0407 atom/Å3). Solid curve: modified empty-
core model potential. Circles: corrected optimized model poten
~OMP! of D’Evelyn and Rice@20#.
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teraction for liquid Hg. As shown in Fig. 3, the pair correl
tion function of bulk liquid Hg predicted using the effectiv
interaction derived from our model pseudopotential is
good agreement with experimental data at 20 °C and 200
@31#.

FIG. 2. Density dependence of the effective pair potential
liquid mercury. Solid curve:rbulk50.0407 atom/Å3 ~at 20 °C!.
Dashed curve:r50.8rbulk50.0326 atom/Å3. Long dashed curve
r50.7rbulk50.0285 atom/Å3.

FIG. 3. Pair correlation function for bulk liquid mercury a
20 °C ~a! and 200 °C~b!. Solid line: results of the Monte Carlo
simulations of the bulk liquid using the modified empty-core mo
potential. Triangles: experimental data of Bosioet al. @31#.
C

Finally, it must be stressed that the model pseudopoten
just described cannot account for the metal-to-nonmetal t
sition which occurs across the liquid-vapor interface, hen
does not accurately represent the low density limit of the p
interaction functional.

In executing the simulations we cut off the effective pa
potential at a distance(19.9a0) that is slightly less than hal
of the length of the simulation slab~which has dimensions
L03L032L0). Values of VH(R;nel

LDA), as functions ofR
and nel

LDA, were tabulated and interpolated as described
our earlier work@19#. The density dependence of the pa
interaction function at densities below about one-third of
bulk liquid Hg density was ignored. On average, only abo
2–3 % of the atoms in the simulation slab are in the reg
where the average electron density is less than one-thir
the bulk value. This condition on the low density behavior
the pair interaction function has far less effect on the str
ture than does the use of the local density approximation
the calculation of the structure independent energy and
pair potential.

B. Structure independent energy

In order to evaluate the potential part of the pseudoat
Hamiltonian given by Eq.~1!, one needs to specify the func
tional form of a reference profile. Our simulations are carr
out for a slab of ions with two free surfaces perpendicular
the z axis and using the jellium distribution

r~z,z0 ,b!5
rbulk

11exp@~ uzu2z0!/b#
, ~7!

wherez0 is the position of the Gibbs dividing surface andb
measures the width of the inhomogeneous region of the
file. This distribution is normalized by settingrbulk
5N/2Az0, whereN is the total number of atoms in the sla
andA is the area of one free face of the slab. The parame
z0 and b are varied to obtain the best fit of Eq.~7! to the
instantaneous ionic configuration@22,19#.

Given the reference profile~7!, and assuming that the
electron density distributions in thex and y directions are
uniform ~because the ion density distributions in those dir
tions are uniform!, the electron density distribution in thez
direction can be obtained by solving the one dimensio
Kohn-Sham@3# equation

F2
\2

2m
¹z

21Veff~z!GcN~z!5«NcN~z!, ~8!

with Veff(z) an effective potential that includes the electro
positive background interaction and the exchange-correla
potential. Self-consistent solutions to the Kohn-Sham eq
tion were obtained using the method proposed by Egu
et al. @30#.

The structure independent energyU0 can then be calcu-
lated for any given ionic configuration as a function of t
corresponding electron densitynel(r ) and the reference
~positive! charge densityr0(r ). It generally is defined via

U0„r0~r !,nel~r !…5Ekin1Ees1Exc1Eps. ~9!
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484 PRE 59CHEKMAREV, ZHAO, AND RICE
In Eq. ~9!, Ekin is the kinetic energy, which can be calculat
from the solution of the relevant Kohn-Sham equation@30#;
Ees is the electrostatic energy, which arises from the lack
coincidence of the electron and ion density distributions
the liquid-vapor interface; and the last two terms,Exc and
Eps, are the exchange-correlation energy and the elect
ion pseudopotential interaction, respectively. In going fro
one pseudopotential representation to another, the term
Eq. ~9! which changes isEps. For an inhomogeneous met
this term can be written as

Eps52AE
0

`

dzr0~z!eps@nel~z!#, ~10!

whereeps assumes the following from in a local pseudop
tential representation:

eps53E
0

1

f ~h,h!h2dh2F2pZ

V
lim
q→0

12FN~q!

q2

1
Z2

p E
0

`

FN~q!dqG1S C1

r s
1

C2

r s
2 D . ~11!

In Eq. ~11!, r s5@(3/4p)nel
21#1/3 is the radius of a spher

which contains on average one electron andh5k/kF . The
first term in Eq.~11! is the first order correction to the syste
energy from the electron-ion pseudopotential, whereas
terms grouped inside the square brackets are, respecti
second order corrections. In order to compensate for the
ure of the bare pseudopotential to ensure the mechanica
bility of the model system, as well as to yield the corre
value for the heat of vaporization at the experimental b
density, it is necessary to introduce corrections to the st
ture independent energy@19,22#. These empirical correction
are embedded in the last contribution toeps in Eq. ~11!, and
their importance is demonstrated in Fig. 4.

FIG. 4. Structure independent energy~no electrostatic term! per
atom for liquid mercury: uncorrected~---!, with empirical correc-
tions ~—!. Bulk experimental density at 20 °Crbulk56.0331023

a.u.2350.0407 atom/Å3.
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III. SIMULATION TECHNIQUE

We have carried out self-consistent Monte Carlo simu
tions of liquid Hg at 20, 100, and 200 °C, using the Metrop
lis scheme@43#. All of the simulations were carried out o
systems composed of 1000 ions in a slab geometry, w
initial dimensionsL03L032L0 , with periodic boundary
conditions in thex andy directions, and with free surfaces i
the 6z directions. The linear dimension of the simulatio
box, L0 , is defined such that the initial density of the sla
matches exactly the known bulk atomic densityrbulk at the
temperature of interest. The coordinate system is chose
that the center of mass of the slab is positioned at the ori
z50. Starting configurations for each run were generated
two steps. First, each particle was assigned a randomly
sen position within the slab boundaries. Second, the confi
rations containing core-core overlaps were eliminated b
force-based Monte Carlo simulation which uses a sca
Lennard-Jones potential for the ion core interaction.

In the course of a simulation ions are moved sequentia
one at a time, and the new configurations are accepte
rejected according to the standard procedure@43# by consult-
ing the appropriate Boltzmann factors. The length of a run
conventionally measured in passes; each pass correspon
1000 test moves with one move per particle. In order
ensure that we sample only the equilibrium configurations
the ions, it is necessary to exclude several tens of thousa
of passes from the initial stages of the simulation when c
lecting the final statistics.

To obtain the longitudinal ion density distribution, a hi
togram of particle positions relative to the position of t
center of mass of the slab is compiled during the course
the simulation run. The density profiles from opposite halv
of the slab are then averaged. The in-plane structure of
model system is described by the transverse pair correla
function, which we have calculated for thin sections para
to the interface@19#. For a more detailed description of th
numerical algorithms involved in the calculation of the inte
facial structure we refer the interested reader to our previ
publications.

IV. RESULTS

A. EIMP nonlocal pseudopotential

We consider first the results of simulations in which t
EIMP nonlocal pseudopotential was used. This pseudopo
tial has the form@36#

Vps
ion~r !5(

l
@Vl

av~r !1$V1l~r !2Vl
av~r !%#u l &^ l u, ~12!

TABLE I. Nonlocal ion pseudopotential parameters~in atomic
units! for Hg. r max is the maximum value ofr in the radial wave
function.

l E1l Rl B1l B̄1l r max

0 0.689 078 6 1.8 1.180 163 0.700 763 35.0
1 0.454 565 0 1.7 1.119 794 0.426 535 45.0
2 0.210 882 2 3.0 0.669 270 0.638 592 55.0
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where Vl
av(r ) is a pseudopotential average over all sta

other than the first valence state for a given angular mom
tum l. Details of the calculation ofVl

av(r ) andV1l(r ) can be
found in our earlier papers@25#. The parameters of the EIMP
pseudopotential we used are displayed in Table I.

The simulations were carried out for 76 000 passes, w
each pass consisting of 1000 configurations. We show in
5 a comparison of the calculated and experimental pair
relation functions for bulk liquid Hg at 20 °C, and in Fig. 6
comparison of the calculated and experimental longitud
density distributions in the liquid-vapor interface at the sa
temperature. We note that the positions of the peaks
troughs of the calculated and measured pair correlation fu
tions are very nearly the same. Indeed, all the major feat
of the pair correlation function of liquid Hg, including th
asymmetry in the shape of the first peak, are success
reproduced. We also note that the agreement between
calculated and observed longitudinal density distribution
very good; both the locations and the amplitudes of the pe
in the longitudinal density distribution are well described
the calculations reported.

B. Model local pseudopotential

We now consider the results of simulations using
model local pseudopotential described in Sec. II. For eac
the temperatures considered herein~20, 100, and 200 °C!,
Monte Carlo simulations using the slab configuration d
scribed in Sec. III were carried out for 36 000 passes. As
found to be the case in our previously reported study of
structures of the liquid-vapor interfaces of the alkali met
@19#, these computations are much faster than those base
the use of the EIMP nonlocal pseudopotential. In particu
in real time each pass with the EIMP nonlocal pseudopo
tial is much longer than one with the model local pseudo
tential and, as indicated, fewer passes are required be
equilibrium is achieved.

A first test of our simulations is the demonstration that
bulk structure of liquid Hg is adequately reproduced. In F
7 we compare the pair correlation functiong(R) calculated
for the innermost stratum of the simulation slab~the one

FIG. 5. Comparison of the pair correlation function for bu
liquid Hg calculated using the nonlocal EIMP pseudopotential a
the experimental pair correlation function, at 20 °C. The experim
tal data of Bosioet al. @31# and those of Waseda@47# are shown.
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most remote from the interface! with that obtained from a
simulation of uniform density liquid Hg in a cell defined b
conventional cyclic boundary conditions in three dimensio
The agreement between the results of the two simulation
each of the temperatures sampled implies that the bulk
gion of the liquid is properly sampled using the geome
and boundary conditions defined in Sec. III.

At 20 °C, the surface energy of liquid Hg obtained fro
our calculations is 536 ergs/cm2, in very good agreemen
with the experimental value of 545 ergs/cm2 @44#. It is
known that not far from the melting point the experimen
surface tension of liquid Hg varies linearly with temperatu
Accordingly, the surface energy should be nearly indep
dent of temperature for the range our simulations cov
However, our calculations yield a small increase in the s
face energy when the temperature increases from 20
200 °C~about 6%!. We attribute this discrepancy to residu
inadequacies of the model local pseudopotential.

C. The longitudinal density distribution

The structural feature of most interest to us is the sing
ion density distribution across the liquid-vapor interfac
This longitudinal density profile provides the most sensit
test of our calculations. Figure 8 displays a comparison
the longitudinal density profiles computed using the EIM
nonlocal pseudopotential, the model local pseudopoten
and that inferred from the x-ray reflectivity experiments
Pershan and co-workers@7#. Clearly, the results of the simu
lations using the model local pseudopotential correctly p
dict the existence and spacing of the strata in the liqu
vapor interface of Hg, but the widths of the strata are sma
and the amplitudes of the strata are larger than are chara
istic of those in the longitudinal density distribution obtain
experimentally. In both cases the stratification penetrates
the fluid interior for about three atomic diameters, and
interlayer spacing is on the scale of roughly one atomic
ameter. The improved agreement with experiment obtai
with the nonlocal pseudopotential is apparent; in that c
the strata locations and widths are very much closer to
experimental values.

d
-

FIG. 6. Comparison of the longitudinal density distribution
the liquid-vapor interface of Hg calculated suing the nonlocal EIM
pseudopotential and the experimental longitudinal density distr
tion @7#.



te
ti
t

nt
fa
is
i
a
a
e

in
is of

s
the
l’’
ec-
d-
un-
e
f a

pre-
of
of
of

i

in
P
l

la-

486 PRE 59CHEKMAREV, ZHAO, AND RICE
On the liquid side of the interface the oscillatory charac
of the longitudinal density distribution vanishes asympto
cally as the distance into the bulk liquid increases, but a
smaller rate in the simulation data than in the experime
data. In fact, the amplitude of the density oscillations
from the interface found in the simulation results is cons
tent with the magnitude of the statistical noise observed
the transverse density distribution deep in the bulk liquid,
can be inferred from the data displayed in Fig. 9. And,
will be shown shortly, the difference between the amplitud

FIG. 7. Comparison of the transverse pair correlation function
the innermost stratum of the simulation box~solid curve! with that
obtained in the a 3D bulk simulation~circle!. ~a! at 20 °C,~b! at
100 °C,~c! at 200 °C.
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of the first few peaks found in the simulation results and
the experimental results can be understood on the bas
capillary wave theory.

Both of the calculated longitudinal density distribution
deviate most from that observed on the vapor side of
interface; the latter has a slowly decaying broad ‘‘tai
whereas the former do not. The inversion of the x-ray refl
tivity data to yield the density on the vapor side of the liqui
vapor interface is subject to considerable experimental
certainty. Indeed, it is possible that the ‘‘tail’’ in th
longitudinal density distribution is due to the presence o
small amount of an alien material~e.g., HgO!, which can
have a profound effect on the surface properties@45#. We
argue that the discrepancy between the observed and
dicted longitudinal density distributions on the vapor side
the liquid-vapor interface of Hg is due to a combination
the limitations of the theoretical model and the inaccuracy
the experimental results.

n

FIG. 8. Comparison of the longitudinal density distributions
the liquid-vapor interface of Hg calculated using the nonlocal EIM
pseudopotential~dashed line!, the model local pseudopotentia
~solid line!, and the experimental~room temperature! longitudinal
density distribution~filled circles! @7#.

FIG. 9. Normalized transverse ion density distribution~long
dashed curve!, calculated for the innermost stratum of the simu
tion slab~model local pseudopotential! at 20 °C, superimposed on
the corresponding longitudinal ion density profile~solid curve! from
Fig. 8.
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D. The transverse pair correlation function

We now examine the transverse~in-plane! pair correlation
function in the liquid-vapor interface of Hg, which was ca
culated from histograms of the separations of all pairs
particles for each thin stratum sliced parallel to the interfa
Thomaset al. have reported the results of a grazing in
dence x-ray diffraction study of the liquid-vapor interface
Hg @13#. The major finding of this work was that the me
sured transverse structure function is very close to that of
bulk liquid Hg. Although this result agrees with the resu
obtained from a similar comparison of simulations of the p
correlation functions in the liquid-vapor interface and in t
bulk of Cs, it must be recognized that the experimental x-
diffraction signal is samples from all strata within the pe
etration depth of the incident x rays~about 30 Å!. Thus the
result of Thomaset al.eliminate the possibility that there is
highly ordered solidlike phase in the liquid-vapor interfa
of room temperature liquid Hg, but they cannot provide
formation about differences between the transverse struc
of pairs of strata in the longitudinal density distribution. W
display in Fig. 10 the transverse pair correlation functio
calculated for the first two outer layers, corresponding to
regions which enclose first two high density peaks in
longitudinal density profile, together withg(R) obtained
from simulations of bulk liquid Hg at the same temperatur
The data in Fig. 10 show that for all layers beneath the o
ermost layer in the liquid-vapor interface the transverse p
correlation function of a layer is the same as the pair co
lation function in the bulk liquid, just as in the previous
reported studies of Cs@22,19#, Ga @25#, Al, In, and Tl @29#.
The insensitivity of the transverse pair correlation function
the point local density implies that the in-plane structure
determined by some effective density which is defined
averaging the point density in a volume element that
linear dimensions comparable to an atomic diameter@22#.
However, Fig. 10 also shows that for Hg the pair correlat
function in the outermost layer of the liquid-vapor interfa
is different from that of the bulk liquid. The reduction of th
peak amplitudes and the increase in peak separation a
the expected direction because the integrated density o
outermost peak is slightly less than that of the bulk liqu
On the other hand, the asymmetry of the first peak ofg(R) is
very much more prominent than in the bulk liquid; at 20 °C
becomes a ‘‘hump’’ with considerable amplitude.

The exaggerated shoulder on the largeR side of the first
peak of the pair correlation function is of the type whi
some investigators believe is associated with dimerizat
Our results do not support this interpretation. We have
amined projections of the positions of the ion cores in
outermost layer of the liquid-vapor interface of Hg and c
find no direct evidence for dimer formation.

V. DISCUSSION

Although the longitudinal density profile in the liquid
vapor interface of Hg obtained using a model local pseu
potential is less accurate than that obtained using a nonl
pseudopotential, all the important qualitative features of
experimental density profile are correctly predicted. This
servation suggests that calculations based on the use
model local pseudopotential can be used as a qualita
f
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guide in the interpretation of experimental data. Moreover
we can understand in simple terms the source of the disc
ancy between the results of the simulations based on
different pseudopotentials, and develop a correction sche
calculations based on model local pseudopotentials can
practical guide to the understanding of a variety of pheno
ena and processes in complex inhomogeneous metals,
alloys.

We first address the discrepancy between the longitud
density profiles obtained from the simulations based on
model local pseudopotential and experiment. We begin

FIG. 10. Transverse pair correlation functions for selected lay
from the liquid-vapor interface of Hg~model local pseudopoten
tial!. Bulk region ~circle!, second peak~solid curve!, outermost
peak~long dashed curve!. ~a! at 20 °C,~b! at 100 °C,~c! at 200 °C.
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488 PRE 59CHEKMAREV, ZHAO, AND RICE
analysis with a review of the process used to find the fu
tional form of the density profile in the liquid-vapor interfac
which best fits the x-ray reflectivity data. Several models
the longitudinal density profile have been proposed@7,9#, but
we consider only the so-called distorted crystalline mo
~DCM! @7,9#. This model represents the liquid-vapor inte
face of a metal as a ‘‘truncated solid,’’ with successive lay
in the interface separated from each other by the lattice s
ing d. One function representing the properties of the DC
model is

^r~z!&
rbulk

5 (
m50

`

AmexpS 2~z2md!2

2sm
2 D . ~13!

In Eq. ~13!, the rms displacement of each layer is charac
ized by a Gaussian function, the width of which increas
with penetration into the metal; in the limitz→` the uni-
form density of the bulk liquid metal is recovered. Note th
the amplitude of themth Gaussian term is

Am5~1/A2p!~d/sm!.

The width sm
2 , which measures the mean-square displa

ment of an atom from its lattice position, is commonly sep
rated into two components:sm

2 5s0
21ms̄2, where s0

2

[s0
2(T) alone is temperature dependent ands̄2 is a con-

stant. The value ofs̄ is a measure of the increasing rm
variation of the ‘‘lattice’’ position of a particle as the dis
tance into the bulk liquid increases. The effect of temperat
on the longitudinal density profile is accounted for by rep
senting the long wavelength thermal excitations as capil
waves. Then

s0
25s int

2 1
kBT

2pg
lnS qmax

qmin
D . ~14!

The first term on the right hand side of Eq.~14! is an intrin-
sic contribution to the width of a stratum in the longitudin
density profile@9#, and the second term is the capillary wa
theory representation of the mean-square fluctuations in
height-height correlation function@17#. The scale of the cap
illary wave amplitudes is set byg(T), the liquid-vapor in-
terfacial tension at the given temperature. The largest w
factor (qmax) contribution to the thermal excitation of th
interface is defined (modp) to be 2p/d, whereas the small
est wave vector (qmin) contribution depends on the size
the sample and is dictated by the resolution of the x-
reflectivity data@7,9#. The interlayer spacing and the seve
contributions to the Gaussian width are model parame
that are varied to obtain the bet fit to the experimental d
As written, Eq.~13! represents a longitudinal density distr
bution that tends to zero rapidly on the vapor side of
interface. To account for the slowly decaying ‘‘tail’’ on th
vapor side of the interface, Pershan and co-workers sup
mented Eq.~13! with a series of Gaussian terms with cen
locations, amplitudes, and widths which are very differe
from those characterizing the rest of the longitudinal den
distribution.

It is instructive to use the DCM to interpret both the e
perimental and the theoretical interfacial structure data.
this comparison we use the results of the simulations ba
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on the model local pseudopotential. Magnussenet al. @7# re-
ported that the following values of the DCM parameters p
vide the best fit to the intensity as a function of incide
angle of the x-ray reflectivity from the liquid-vapor interfac
of Hg at room temperature: spacing between the first and
second layer,d53.0560.15 Å, and between the subseque
inner layersd52.7660.20 Å; s̄50.5060.05 Å, s050.95
60.05 Å. Note the use of different spacings between the fi
and second layers and between all subsequent layer.
analogous fit to the model local pseudopotential simulat
data at 20 °C withd52.760.1 Å, s̄50.4360.05 Å, ands0
50.6460.02 Å, is displayed in Fig. 11. Except for the use
a single interlayer spacing and the value ofs0 , the overall
agreement between the values of the corresponding pa
eters is quite satisfactory. And, although the best fit of
simulation data uses the same interlayer spacing throug
the interface, the combined uncertainties of the values of
first interlayer spacing values for the experimental d
60.15 Å and the simulation data,60.10 Å, is close to the
difference in their values.

A similar comparison of the best fit of the nonloc

FIG. 11. Longitudinal ionic density profiles in the liquid-vapo
interface of Hg at 20 °C: Monte Carlo simulation data~model local
pseudopotential! ~LLL!, the distorted crystalline model~—! with
d52.7 Å, s̄50.43 Å, ands050.64 Å.

FIG. 12. Longitudinal ionic density profiles in the liquid-vapo
interface of Hg at 20 °C: Monte Carlo simulation data~nonlocal
EIMP pseudopotential! ~sss!, the distorted crystalline model~—!
with d52.85 Å, s̄50.50 Å, ands050.85 Å.
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PRE 59 489COMPUTER SIMULATION STUDY OF THE STRUCTURE . . .
pseudopotential simulation data to the DCM~see Fig. 12!
yieldsd52.85 Å,s50.50 Å, ands050.85 Å. These values
aside from the use of a single interlayer spacing, are in go
but not perfect, agreement with those for the fit to the exp
mental data; again, it is the values ofs0 that differ the most.

We note that the amplitudes of the oscillations of the lo
gitudinal density profile, especially the height of the fir
peak, are strongly dependent on the value ofs0 . The differ-
ence in the peak heights between the experimental and
oretical longitudinal density distributions~Fig. 8! suggests
that we examine the contributions tos0 . We observe that the
longest capillary wave that contributes to the thermal bro
ening of the observed longitudinal density distribution
much larger than can be supported by the simulation sam
by the ratio of the macroscopic length corresponding to
strument resolution to the simulation slab length. Taking
shortest contributing capillary waves to be the same for b
experiment and simulations, we estimate the magnitude
the logarithmic term in Eq.~14! for the experiment to be
approximately three times bigger than it is for the simulat
shape; this estimate is based on the reported values@7# for
the pure capillary wave contribution to the rms displacem
in the liquid-vapor interface of Hg, 0.8–1.0 Å, and the su
face tension of Hg,g5485 mN/m. Direct calculation of the
capillary wave contribution to the broadening of the longi
dinal density distribution obtained from the simulations
quires knowledge of the surface tension of the model syst
which can differ from the experimental surface tension, a
which is not available from our calculations. For present p
poses we substitute the experimental surface tension for
of the simulation model. Then we find that the magnitude
the mean-square displacement due to capillary wave ex
tions is 0.27 Å2 (scap

sim50.52 Å!. At 20 °C, from the known
values of (s0

sim)250.41 Å2 and (scap
sim)2, we find s int

2 50.14
Å2 (s int50.37 Å!. Assuming that the experimental value
the intrinsic contribution is of comparable magnitude in t
simulations and the real interface, a rough estimate of
experimental value ofs0

expt can be obtained from (s0
expt)2

's int
2 13.0(scap

sim)2. The value thus deduced is 0.95 Å2, lead-
ing to s0

expt50.97 Å, which falls nicely within the error mar
gins of the fit to the experimental data (s050.9560.05 Å!.
This results implies that the height of the first peak in t
simulated longitudinal density profile should be about 39
larger than that of the observed first peak, in very go
agreement with the 35% increase in peak height we find.
conclude that the observed discrepancy between the am
tudes of the peaks in the simulated and experimental lo
tudinal density distributions is predominantly due to the d
ference in the magnitude of the contribution due to capill
wave excitation, which is governed by the difference b
tween the sizes of the simulation sample and the experim
tal sample.

We now examine whether the temperature induced va
tion in the structure of the liquid-vapor interface of Hg c
be rationalized with current theories. Figure 13 displays
normalized longitudinal density profiles of liquid Hg ob
tained from the quantum Monte Carlo simulations at 20, 1
and 200 °C, respectively. Just as in the case of Ga@8#, the
effect of increasing temperature on the interfacial structure
Hg is to decrease the amplitude of the surface oscillatio
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the interlayer spacing is insensitive to temperature over
range studies. Arguments similar to those used to inter
the temperature dependence of the structure of the liq
vapor interface of Ga also hold for Hg@25#. Nevertheless, we
find it helpful to analyze the longitudinal structure of th
liquid-vapor interface of Hg using the DCM describe
above. Despite slight deterioration in the quality of the fit
high temperature, all three data sets obtained from the Mo
Carlo simulations are well described by the DCM. In partic
lar, we find that the three temperature fits yield nearly ide
tical values ford and s̄ ~2.71 and 0.43 Å, respectively!.
Consequently, in the DCM the value ofs0 dominates the
temperature dependence of the longitudinal density pro
The values ofs0 obtained from our simulation data ar
0.64 Å at 20 °C, 0.68 Å at 100 °C and 0.74 Å at 200 °C. T
assumption that the temperature dependence resides p
rily in the capillary wave contribution leads to the inferen
thats0

2 varies linearly withT, because the surface tension

FIG. 13. Normalized longitudinal ion density profiles at 20 °
~solid curve!, 100 °C ~long dashed curve!, and 200 °C ~dotted
curve!. The simulation data~model local pseudopotential! are based
on 363106 configurations, from which the last 83106 are used in
collecting the final statistics.

FIG. 14. Variation of the mean-square displacement (s0)2 @see
Eq. ~14! in text# with temperature. Monte Carlo~MC! simulation
data~filled circles!, linear function~least squares! fit to the MC data
~solid curve!. The linear function intersects the vertical (T5

2273 °C) at 0.17 Å2 which is reasonably close to the value ofs int
2

~0.14 Å2) used in text.
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490 PRE 59CHEKMAREV, ZHAO, AND RICE
Hg varies linearly withT for the temperature range und
consideration. As shown in Fig. 14, this expectation is f
filled by the simulation data. A more detailed examination
the simulation data reveals that the temperature indu
variation in the interface structure is almost entirely due
the capillary wave term,scap in Eq. ~14!. A crude estimate of
the surface tension of the simulation system can be infe
from the slope of the linear dependence ofs0

2 onT ~solid line
in Fig. 14!; the value obtained is about 20% larger than
experimental value of the surface tension at the melting p
~498 mN/m!.

Since the capillary wave theory treatsg(T) as an input
parameter, a calculation of this parameter from the simu
tion data is required to confirm the internal consistency
our interpretation of the structure of the liquid-vapor inte
face of Hg. An exact expression forg(T) in terms of the
direct correlation function of the inhomogeneous fluid can
derived by considering the change in the grand potential
sociated with the increase of surface area induced by fl
tuations in the position of the Gibbs dividing surfac
Triezenberg and Zwanzig@46# have shown that

g5
kT

4 E
2`

` dr~z1!

dz1
dz1E ~x2

21y2
2!

dr~z2!

dz2
c~2!~r1 ,r2!dr2 ,

~15!

wherec(2)(r1 ,r2) is the direct correlation function. In prin
ciple, if g(r ) @and, consequently, the total pair correlati
function h(r )5g(r )21] is available from, e.g., compute
simulations, one can compute the direct correlation funct
using the Ornstein-Zernike relation,

g~r !215
1

~2p!3E dq exp~2 iq•r !
ĉ~2!~q!

12r ĉ~2!~q!
. ~16!

Unfortunately, accurate calculation ofg(T) by this route is
not feasible for our simulations because the sample siz
too small ~the interfacial area is a square with edge len
only eight atomic diameters!.

It is an elementary consequence of thermodynamics
the temperature derivative of the surface tension determ
the excess entropy associated with the interface; ifdg/dT
,0 the excess entropy is positive. Although a positive
cess entropy is usually associated with less order in the
terface than in the bulk liquid, translating ‘‘less order’’ into
specific structure is not trivial, and it is not easy to determ
in
,
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e

the sign of the excess entropy associated with the struct
interface that we have discussed in this paper. Recent ex
mental study, by Kolevzon and Pozdniakov, of the light sc
tered from thermally excited capillary waves in the liqui
vapor interface of Hg@45# demonstrate thatdg/dT,0.
These investigators have proposed a thermodynamic ana
in which a liquid metal is considered to be a two-compon
fluid composed of positive ions and free delocalized el
trons, respectively, each treated as an assembly of clas
particles. They then show thatdg/dT,0 implies that the
longitudinal electron density distribution must broaden
temperature increases. This inference is inapplicable to a
metal because of the assumption that the electron gas is
sical. We show in Fig. 15 the normalized electron dens
profiles in the liquid-vapor interface of Hg at 20, 100, a
200 °C obtained from our self-consistent Monte Carlo sim
lations. As expected from the value of the Fermi temperat
of the electron gas, our calculations show that the longitu
nal electron density distribution is insensitive to temperat
in the range considered.
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FIG. 15. Normalized longitudinal density profiles of liquid Hg
ion density distribution~circles! and electron density distribution
~solid curve! at 20 °C, ion density distribution~squares! and elec-
tron density distribution~dotted curve! at 100 °C, ion density dis-
tribution ~diamonds! and electron density distribution~long dashed
curve! at 200 °C.
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