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We report the results of self-consistent quantum Monte Carlo simulations of the liquid-vapor interface of
Hg. Our calculations are intended to answer two questiinshat is the quality of agreement between
experimental data and calculations of the structure of the liquid-vapor interface of Hg based on the best
available treatment of an inhomogeneous liquid metél? How well does a theory of the liquid-vapor
interface of a metal that uses a simple model local pseudopotential reproduce the predictions obtained from a
theory that uses an accurate nonlocal pseudopotential? As for the liquid-vapor interfaces of other metals, we
find that the density distribution along the normal to the liquid-vapor interface dftglongitudinal density
distribution is stratified, with a penetration depth into the bulk liquid of about three layers. The use of a
nonlocal pseudopotential in the self-consistent Monte Carlo simulations leads to very good agreement between
the calculated and observed longitudinal density distributions. We also show that the use of a model local
pseudopotential leads to a qualitatively correct description of the longitudinal density in the liquid-vapor
interface of Hg. When the model local pseudopotential is used, the locations of the strata in the longitudinal
density distribution are correct but the peak heights are too large and the peak widths are too small. The largest
part of the error arising from the use of the model local pseudopotential can be traced to the error in the
predicted surface tension. The quality of the agreement between simulations based on the best nonlocal
pseudopotential and those based on a simple model local pseudopotential is sufficient to make the latter a very
useful tool for inferring the qualitative properties of a broad class of inhomogeneous liquid metals and alloys.
We also report the results of calculations of the transvérsplang structure of the liquid-vapor interface of
Hg, for several slices of the interface. Except in the outermost layer, the transverse pair correlation function is
found to be indistinguishable for the bulk liquid pair correlation function, in agreement with the available
experimental data. Unlike the case of the liquid-vapor interface of alkali metals, our results imply there is a
nontrivial difference between the transverse pair correlation function in the outermost layer of the liquid-vapor
interface of Hg and that in the bulk liquid. The difference takes the form of an exaggerated shoulder on the first
peak of the pair correlation function and is of the type which some investigators believe is associated with
dimerization. However, we can find no direct evidence for dimer formation in images from our simulations of
the positions of the ion cores in the outermost layer of the liquid-vapor interface of Hg.
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[. INTRODUCTION erties of bulk liquid metals can now be found in the literature
[2]. In contrast, our understanding of the structure and elec-
The initial development of the theory of metals was pri- tronic properties of inhomogeneous liquid metal systems, for
marily concerned with understanding the influence of theexample, the liquid-vapor and liquid-crystal interfaces of
field of a three dimensional periodic lattice of ion cores onmetals, has progressed very slowly. That slow progress is, in
the energy spectrum of a free electron gas. One importamgart, due to the necessity to construct a theoretical descrip-
consequence of those studies is the association of the metdien of a two-component, spatially nonuniform, partially dis-
lic character of a crystalline material with the existence ofordered distribution of ion cores and valence electrons with
broad, delocalized, partially filled electronic energy bandsallowance for the occurrence of a metal-to-nonmetal transi-
while the thermal displacements of the ion cores from theion and, in part, due to the paucity of experimental data with
lattice positions generate small perturbations that limit thewhich to test the predictions of, and with which to challenge
electron mobility. This version of the theory of metals is notthe interpretations of, the proposed theoretical analyses.
immediately applicable to liquids because of the absence dflowever, there is now available a combination of theoretical
an underlying periodic lattice which can be used to characdevelopment$3], of improvements in computer simulation
terize the static distribution of ion cores in the liquid. It was methodology [4,5], and of advances in x-ray reflection
the development of the nearly free electf®FE) theory of [6-12] and grazing incidence x-ray diffraction methodolo-
homogeneous liquid metals in the 1960s, by Ziman and cogies[13—16 that provides the tools needed for the compre-
workers, that first provided a satisfactory representation ohensive investigation of the structural properties of inhomo-
the relationship between electronic structure, electron tranggeneous metals.
port properties, and the distribution of ion cores in a liquid The liquid-vapor interface is a self-supporting region
[1]. Numerous accounts of the applications of this theory teseparating coexisting gaseous and liquid phases which have
the calculation of diverse thermodynamic and transport propvery different densities, hence it is a natural vehicle for the
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study of the properties of inhomogeneous fluids. It is nowquality of the agreement between the predicted and observed
firmly established that the structure of the liquid-vapor inter-density distribution along the normal to the liquid-vapor in-
face of a simple fluid depends on features of the intermolecuterface of Hg?(ii) How well does a theory of the liquid-
lar potential which are different in dielectric and metals. In avapor interface structure which uses a simple local pseudo-
dielectric liquid, whose potential energy is adequately reprepotential reproduce the predictions obtained from a theory
sented by a sum of density independent pair interactions, thehich uses an accurate nonlocal pseudopotential?
longitudinal density profile in the liquid-vapor interfagee., We are aware of only one previous theoretical study of
along the normal to the interfacmonotonically decreases as the structure of the liquid-vapor interface of Hg, by
one passes from the bulk liquid side to the vapor side of thé&'Evelyn and Rice[20]. They reported the results of self-
interface; near the triple point of the liquid the width of that consistent Monte Carlo simulations of the liquid-vapor inter-
profile is about two to three molecular diametgtg—19. In  face of a small spherical cluster of 256 atoms. In the execu-
contrast, in a liquid metal the interaction between a pair oftion of the simulations they imposed the condition of local
ion cores has a strong dependence on the electron density, gtectroneutrality and included, through a semiempirical an-
the pair interactions in the liquid-vapor interface depend orsatz, the occurrence of a metal-to-nonmetal transition in the
position along the normal to the interface. In this case thdiquid-vapor interface. We note that imposition of the con-
longitudinal density distribution in the liquid-vapor interface straint of local electroneutrality requires that the ion core and
has pronounced oscillations; near the freezing point of thelectron charge distributions be identical, which is an ap-
metal these oscillations penetrate three to four atomic diamproximation that compromises the accuracy of the predicted
eters into the bulk liquid6—11,20—-29,1p The stratification longitudinal density distribution. Indeed, the D’Evelyn-Rice
of the liquid-vapor interface of a metal can be interpreted agesults can only yield a qualitative description of the struc-
a signature of the strong confining force exerted on the iorure of the liquid-vapor interface of Hg. Improvement of the
cores in the interface, and the confining force can be tracedquality of the theoretical prediction of the structure of the
to the density dependence of the volume term in the potentidiquid-vapor interface of Hg is one of the objectives of the
energy functional of the electron-ion core system. studies reported in this paper.

The most useful current theoretical description of the Chekmarev, Zhao, and Ri¢&9] have reported the results
structure of a liquid metal-vapor interface is derived fromof self-consistent Monte Carlo simulation studies of the
self-consistent quantum Monte Carlo simulations. The anastructure of the liquid metal-vapor interface based on use of
lytical basis for the simulations, as developed by D’Evelyna modified semiempirical empty-core model potential. The
and Ricd 20,21 and later refined by Harris, Gryko, and Rice predicted structures of the liquid-vapor interfaces of Na and
[22,23, is the density functional pseudopotential representaCs were found to agree very well with the structures obtained
tion of the properties of an inhomogeneous metal. The calfrom previous simulation studig®2] which were based on
culation of the nonlocal pseudopotential requires, as inputyse of a complicated nonlocal pseudopotential. In this paper
the electron density distribution in the interface; this distri-we pursue further the idea of constructing a simplified, quali-
bution is obtained from the solution to the relevant Kohn-tatively sound, description of the liquid-vapor interface of a
Sham equatiof30]. The nonlocal pseudopotential of the metal by extending the local model potential formaligt8]
system is then used in a Monte Carlo simulation of the systo the case of a polyvalent metal, namely, Hg. Our goals are
tem properties. Since the local electron density changet® test the accuracy of the local model potential formalism
when the ion cores are moved, the pseudopotential must gainst the predictions made using a nonlocal pseudopoten-
recalculated after each Monte Carlo move. This procedurdjal representation, and to test the accuracy of both against
when carried to convergence, generates self-consistent eleitie experimentally inferred longitudinal density distribution
tron and in core distributions for the metal. To date, thein the liquid-vapor interface of H§7].
procedure described has been used to study the liquid-vapor Bulk Hg is one of a class of liquid metals in which there
interfaces of Na, Cs, Hg, Mg, Ga, Al, In, Tl, and the dilute are complex, possibly noncentral, atomic interactions; the
alloys BiGa and InGd24-26,28,2% In general, there is signature of membership in this class is commonly taken to
very good agreement between the predi¢@®-28 and ex- be the asymmetry of the first peak of the static structure
perimentally inferred6,9,11,12,16longitudinal density dis- function S(q) [31-33. The asymmetry typically takes the
tributions in the liquid-vapor interfaces of Ga, BiGa, andform of a broad “shoulder” on the largq side of the first
InGa. The character of this agreement suggests that the epeak ofS(q) [33]. Liquid metals in this class can be deeply
tent theory can be used as a reliable predictor of the propesupercooled, and they exhibit polymorphism in their solid
ties of other inhomogeneous liguid metal systems. Howevemphases31,33. It is argued by some investigatof31,34]
the calculations of the properties of the systems just citedhat the local ordering in liquid Hg is reminiscent of the
utilize a sophisticated nonlocal representation of the atomichombohedral ordering found in solidHg (though this in-
interactions, and require very extensive and lengthy computerpretation has not been confirmed in other stu@g&s).
tations. Moreover, the formalism does not provide a simpleAccepting that the atomic interactions in liquid Hg are com-
conceptual picture of the elements of the interaction whictplex, what is the structural response to the variation of the
are most important for the determination of the structure ofvalence electron and ion densities across the interface? Is it
the liquid-vapor interface of a metal, hence there is no simpleeasonable to expect unusual ordering of the ion cores in the
way of inferring the qualitative properties of a broad class ofinhomogeneous region separating the bulk liquid and the va-
inhomogeneous metals and alloys from knowledge of theipor, and will that ordering be sensitive to variation of the
nonlocal pseudopotentials. temperature? As for the liquid-vapor interfaces of other met-

This paper is concerned with two issué€y: What is the als, we find that the longitudinal density distribution in the
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liquid-vapor interface of Hg is stratified, with a penetration densities. The functiondl, is a structure independent con-

depth into the bulk liquid of about three layers. We find thattribution to the energy which is, however, dependent on the

the use of a nonlocal pseudopotential in the self-consisterglectron and jellium densities. In the following discussion,

Monte Carlo simulations leads to very good agreement bewe use atomic units for length 6,=0.529177 A and en-

tween the calculated and observed longitudinal density disergy (1 a.u=27.116 eV.

tributions. We also show that the use of a model local Because of the importance we place on developing a

pseudopotential leads to a qualitatively correct description ofjualitative understanding of the relationship between the

the longitudinal density distribution in the liquid-vapor inter- structure of the liquid metal-vapor interface and the underly-

face of Hg. When the model local pseudopotential is useding atomic iterations, we now focus attention on how a use-

the locations of the strata in the longitudinal density distri-ful approximate model of that interface can be developed.

bution are correct but the peak heights are too large and the

peak widths are too small. The largest part of the error aris- A. Effective pair potential

ing from the use of the model local pseudopotential can be ) o ] .

traced to the error in the predicted surface tension. The qual- The evaluation of the pair interaction portion of Hd)

ity of the agreement between simulations based on the be&gduires knowledge of the electron response function for the

nonlocal pseudopotential and those based on a simple mod@homogeneous system, the calculation of which is itself a

local pseudopotential is sufficient to make the latter a veryather tedious task. The latter can be circumvented by invok-

useful tool for inferring the qualitative properties of a broadnd the local density approximaticihDA) in the calculation

class of inhomogeneous liquid metals and alloys. of the mtenpmc pot.ent|al functlonaﬂ21,25,19.' This ap-
We also report the results of calculations of the transvers@roximation is valid in the limit of slowly varying electron

(in-plan@ structure of the liquid-vapor interface of Hg, for density, yet, we expect it to be at least qualitatively correct

several slices of the interface. Except in the outermost layef€ar & metal surface. The pair potential contribution is then

of the liquid-vapor interface, the transverse pair correlatioreXPressed as

function is found to be indistinguishable from the bulk liquid N

pair correlation function, in agreement with the available ex-  Ver(Ri:Rjine) =Vu(IRi = Rj[; z[ne(R) +ne(R)) 1),

perimental data. Unlike the case of the liquid-vapor interface @)

of alkali metals, our results imply there is a nontrivial differ- LDA . i )

ence between the transverse pair correlation function in th@ith Vu(Ring™) the interaction between two ions separated

outermost layer of the liquid-vapor interface of Hg and thatby R=|Ri—R;| in a homogeneous fluid with electron den-

in the bulk liquid. This difference takes the form of an ex- Sity Ng”™. Vi, in turn is given by

aggerated shoulder on the first peak of the pair correlation

function and is of the type which some investigators believg, . ioa _Z*? 2 (=Fy(a)sin(gR)

is associated with dimerization. However, we can find novH(RiNer )= 2T q dq|+Weor(R).

direct evidence for dimer formation in images from our 3

simulations of the positions of the ion cores in the outermost

layer of the liquid-vapor interface of Hg. In Eq. (3), the first term is due to the direct Coulomb repul-
sion between ions with effective valence cha#fe For a
Il. THEORETICAL BACKGROUND nonlocal pseudopotential, the effective valence charge is re-

. . lated to the true valence chargeand the depletion hole
We have carried out self-consistent quantum Monte Ca”Q:hargepd e.g., in the EIMP schem2* is defined byz*>2

simulations of the structure of the liquid-vapor interface szzz—pﬁ [36]. The depletion hole charge originates from the
Hg u_sn(;g bOtZ ant accgr?te ?orl!?ﬂﬁz'\i/llgsesuedopoge[ﬂm enl- orthogonality condition between the valence and core elec-
€rgy independent model poten L ) [36]] and a SIMP'€  4ron wave functions. When a local model potential, like the
model potential. The general m_eth_odology asso_c|ated WItI?nodified empty-core model potential, is used instead, it is
both f.orms. of the'pseudopotenpal is the same; it has bee@ustomary to set the effective chargé equal to the true
de_:scrlbed in detail in our previous papded, 25,19, and valence charg&. The second term in Eq3) is an indirect
will not be repeated here. It is sufficient to note that, follow-interaction mediated by the conduction electrons, the so-

ing D’Evelyn and Rice[21], we base our analysis on the .
effective (pseudoatomHamiltonian forN ions andNZ sp called band structure energy; it tends to offset the effect of

ond order in the electron-ion pseudopotential; it has the fom?n the full theory is defined in terms of the matrix element of

N o2 the bare pseudopotential along with the wave-number depen-

N\ M B dent nonlocal screening fields. We stress here that both
H_Zl 2m +U0[po(r),ne|(r)]+i2<j Ver(Ri . R; i), Fn(Q) and py are functions of the electron density, though

(1)  the explicit character of those density dependences is contin-

gent upon the particular form of pseudopotential representa-

where p; is the momentum of théth atom with masan,  tion used. Several other terms are commonly incorporated in

Ver(R; ,R;j;ng(r)) is the effective pair potential between the expression for the effective pair interaction potential, and

ionsi andj located aR; andR;, respectively, ango(r) and  their cumulative contribution is denoted ¥%,,(R) in Eq.
neg(r) are the corresponding reference jellium and electron(3). These other terms include the Born-Mayer core-core re-
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pulsion potential[37] and the polarizatioridispersion po- —q - - T
tential which arises from the van der Waals attraction be-
tween the ion core$20]. For liquid alkali metals, these
contribution to the effective pair potential have been demon-
strated to have negligibly small effect on the longitudinal
density distribution in the liquid-vapor interfa¢&9], but we
find that not to be the case for liquid Hg when the local
model potential formulation is used.

To calculate the effective pair interaction term, one must
specify the pseudopotential and the local-field factor which
corrects the random phase approximation dielectric function i& M a—eo
for the exchange and correlation effects among valence elec-
trons [2]. We have chosen to work with the form of the 0001 , L ,
local-field function proposed by Ichimaru and Utsui88]; T4 6 8 10 12 14 16
this function satisfies the electron gas sum rules and its pa- R@u)

rametrized form is particularly suitable for use in computer g 1 Effective pair potential for liquid mercury at 20 {€x-
simulations. Having stated these choices we remind th@erimental density 0.0407 atonA Solid curve: modified empty-

reader that the pseudopotential representation is not Uniqugere model potential. Circles: corrected optimized model potential
so there is considerable freedom with respect to selection gbmp) of D’Evelyn and Rice[20].

the form of the pseudopotential for any given problem. Dis-

cussions of the advantages and disadvantages of differegffects, such as the relativistic contribution to the binding of
pseudopotential schemes can be found in the literd@ire  the s electrons relative to that of the electrons, become
The theoretical description of the electronic structure Ofpronounced. Integrating such nonlocal effects into the
liquid Hg is complicated by the presence of a fillddband  empty-core model potential framework is knowh41] to
slightly below the conduction band, which suggests 8tht gecrease the value of the empty-core radys
coqplin_g cannot be ignored. A gen«_aralized_ pseudopotential sjnce it is only a rough approximation to the “true”
Whlch includes valence-band-band mteractlon_as well as pseudopotential, the pair distribution functigGR) and the
d-orbital overlap has been developed by Morial82,39.  static structure factoB(q) of bulk liquid Hg calculated using
Nevertheless, pursuing the goal of simplicity, we employ ane naive empty-core model of the pseudopotential deviate
local pseudopotential representation based on the Ashcroffarkedly from those obtained experimentally. The source
[40] empty-core model potential with a simple additive cor-for this discrepancy is the erroneous shape of the effective
rection. As \_N|II_ be shown below, this _S|mpl|f|ed potent|a_1l pair interaction potentialcalculated via Eq(3) with Wy,
supports.a liquid mercury structur(_a which agrees well W|th:0] at typical bulk liquid densities; this potential has a
that obtained from available experimental data. minimum at a distance close to the nearest-neighbor spacing
The bare empty-core model potential has the form in a close-packed lattice. In contrast, the “true” effective
0 for r<R pair potential_calcul_ated from_an accurate _relativistic core
¢ pseudopotential32] is predominantly repulsive. D'Evelyn
Wpard 1) = z (4) and Rice[20] have described how a crude pseudopotential
— forr>Re, treatment can be corrected via inclusion of physically mean-
ingful additional terms. The resultant potential they con-
whereR, is the empty-core radius, a single parameter thastructed for Hg is more difficult to use in simulations than we
characterizes the atomic properties. The form for the potenthink desirable for a simple model. We have found that ad-
tial displayed in Eq(4) has the practical advantage that thedition of a single correction term, in the form of the Born-
energy-wave-number characteristit{q) has the analytic Mayer exchange repulsion, can improve the model potential
form sufficiently to make it useful for reliable predictions of the
structure of the liquid. We write the Born-Mayer exchange
repulsion in the form

0.003

0.001

ffective pair potential (a.u.)

Q9?1 )
F(Q)—g(w 1)|wbare(Q)| : 5
Vau(R) =Apm eXp(—BpuR), (6)

were () is the volume per atomd=p 1), wpadq) is the
Fourier transform of the bare pseudopotential, @&d) is  with Agy andBgy adjustable parameters. Then the total pair
the test-charge dielectric function which, in turn, is com-interaction energy is calculated via E®) by using Eq.(5)
puted in terms of the random phase approximatiBiPA) and settindN;,(R) =Vgu(R). As is illustrated in Fig. 1, the
(Hartree static dielectric function and the local-field factor parameter value®.=0.915 a.u.,Agy=200 a.u., anBgy
[19]. The physical basis of the empty-core potential is de-=2.0 a.u. generate an effective pair potential which is very
rived from the “cancellation theorem[’1], which establishes much like the one constructed by D’Evelyn and Rice from a
that, to a first approximation, the true potential felt by amore sophisticated nonlocal treatmef20]. Our model
valence electron inside the core regior;R., is effectively  pseudopotential also agrees well with the generalized
zero.R, is typically adjusted to fit some experimental datum; pseudopotentiajwith filled d band of Moriarty [42] and the
the resulting value is usually found to be close to the acpseudopotential derived by Jank and Haff@2]. In Fig. 2
cepted ionic radius. For heavy polyvalent metals, nonlocaWe display the density dependence of the effective pair in-
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FIG. 2. Density dependence of the effective pair potential for
liquid mercury. Solid curve:pp,,=0.0407 atom/A (at 20 °Q.
Dashed curvep=0.8p,,,=0.0326 atom/A Long dashed curve:

p=0.7ppu=0.0285 atom/A

teraction for liquid Hg. As shown in Fig. 3, the pair correla-
tion function of bulk liquid Hg predicted using the effective
interaction derived from our model pseudopotential is in
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Finally, it must be stressed that the model pseudopotential
just described cannot account for the metal-to-nonmetal tran-
sition which occurs across the liquid-vapor interface, hence
does not accurately represent the low density limit of the pair
interaction functional.

In executing the simulations we cut off the effective pair
potential at a distancgl9.9a,) that is slightly less than half
of the length of the simulation slatwhich has dimensions
LoXLoX2Lo). Values of Vi (R;n5P*), as functions ofR
and n5™*, were tabulated and interpolated as described in
our earlier work[19]. The density dependence of the pair
interaction function at densities below about one-third of the
bulk liquid Hg density was ignored. On average, only about
2-3 % of the atoms in the simulation slab are in the region
where the average electron density is less than one-third of
the bulk value. This condition on the low density behavior of
the pair interaction function has far less effect on the struc-
ture than does the use of the local density approximation in
the calculation of the structure independent energy and the
pair potential.

B. Structure independent energy

In order to evaluate the potential part of the pseudoatom

gOOd agreement with experimental data at 20 °C and 200 °Elamiltonian given by Eq(]_)’ one needs to Specify the func-

[31].
o (a)
T=293 K
A2 B
ey
B
1}
0
1.0
3 L
/\2 B
o
B

tional form of a reference profile. Our simulations are carried
out for a slab of ions with two free surfaces perpendicular to
the z axis and using the jellium distribution

Pbulk )

2,29,B)= ,
P20 B o2~ 201 B]
wherez, is the position of the Gibbs dividing surface agd
measures the width of the inhomogeneous region of the pro-
file. This distribution is normalized by settingp,
=N/2Az,, whereN is the total number of atoms in the slab
andA is the area of one free face of the slab. The parameters
Zo and B are varied to obtain the best fit of E(f) to the
instantaneous ionic configurati¢g2,19.

Given the reference profil€7), and assuming that the
electron density distributions in the andy directions are
uniform (because the ion density distributions in those direc-
tions are uniforny, the electron density distribution in the
direction can be obtained by solving the one dimensional
Kohn-Sham( 3] equation

IN(2)=enyn(Z), 8

ﬁZ
[—ﬁV§+Veﬁ(Z)

with V(2 an effective potential that includes the electron-
positive background interaction and the exchange-correlation
potential. Self-consistent solutions to the Kohn-Sham equa-
tion were obtained using the method proposed by Eguiluz
et al. [30].

The structure independent energy can then be calcu-
lated for any given ionic configuration as a function of the

FIG. 3. Pair correlation function for bulk liquid mercury at corrgs_ponding eleCtrc_m densitye(r) and_ the _refere_nce
20°C (a) and 200°C(b). Solid line: results of the Monte Carlo (POSitive) charge densityo(r). It generally is defined via

simulations of the bulk liquid using the modified empty-core model
potential. Triangles: experimental data of Bosioal. [31].

Uo(po(r),Nei(r))=Eyint Eest Exct Eps- 9
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0 TABLE I. Nonlocal ion pseudopotential parametéins atomic
units) for Hg. r .y is the maximum value of in the radial wave
001 L function.
[ ElI RI Bll E;u rmax
S -002
§ 0 0.6890786 1.8 1.180 163 0.700 763 35.0
= 1 0.4545650 1.7 1.119794 0.426 535 45.0
= -0.03 - 2 0.2108822 3.0 0.669 270 0.638 592 55.0
-0.04
I1l. SIMULATION TECHNIQUE
005 A N We have carried out self-consistent Monte Carlo simula-

. .

0.004 0.005
-3
p(a.u’)

. L R L
70.001 0.002 0.003 0.006 0.007

tions of liquid Hg at 20, 100, and 200 °C, using the Metropo-
lis schemg43]. All of the simulations were carried out on

FIG. 4. Structure independent energy electrostatic terinper
atom for liquid mercury: uncorrecte@--), with empirical correc-
tions (—). Bulk experimental density at 20 °G,,,=6.03<10 3

systems composed of 1000 ions in a slab geometry, with
initial dimensionsLyXLyX2Ly, with periodic boundary
conditions in thex andy directions, and with free surfaces in

a.u73=0.0407 atom/A the *z directions. The linear dimension of the simulation

box, Ly, is defined such that the initial density of the slab

In Eq. (9), E,, is the kinetic energy, which can be calculated Matches exactly the known bulk atomic density; at the

from the solution of the relevant Kohn-Sham equafiafl; temperature of interest. The coordinate system is chosen so
E.is the electrostatic energy, which arises from the lack ofhat the center of mass of the slab is positioned at the origin,

coincidence of the electron and ion density distributions inz=0. Starting configurations for each run were generated in

the liquid-vapor interface; and the last two ternis, and  two steps. First, each particle was assigned a randomly cho-
Eps: are the exchange-correlation energy and the electrorf€N Position within the slab boundaries. Second, the configu-
ion pseudopotential interaction, respectively. In going fromfations containing core-core overlaps were eliminated by a

one pseudopotential representation to another, the term fi@rce-based Monte Carlo simulation which uses a scaled

Eq. (9) which changes i€,. For an inhomogeneous metal Lennard-Jones potential for the ion core interaction.
this term can be written as In the course of a simulation ions are moved sequentially,

one at a time, and the new configurations are accepted or
rejected according to the standard procedd® by consult-
ing the appropriate Boltzmann factors. The length of a run is
conventionally measured in passes; each pass corresponds to
1000 test moves with one move per particle. In order to
ensure that we sample only the equilibrium configurations of
where €, assumes the following from in a local pseudopo-the ions, it is necessary to exclude several tens of thousands
tential representation: of passes from the initial stages of the simulation when col-

lecting the final statistics.

To obtain the longitudinal ion density distribution, a his-

Eps=2A f Cdzp2)epdna(2)] (10

1 27Z  1—Fpn(Q) togram of particle positions relative to the position of the
Eps=3J' f(7,7)n°dn— q im > center of mass of the slab is compiled during the course of
0 o0 @ the simulation run. The density profiles from opposite halves
72 (o c. C of the slab are then a\_/eraged. The in-plane structure of t_he
+ _j Fa(@dal|+[ =+ =2]. (1)  model system is described by the transverse pair correlation
mJo s s function, which we have calculated for thin sections parallel

to the interfacd19]. For a more detailed description of the
numerical algorithms involved in the calculation of the inter-
In Eq. (11, rS:[(3/47-r)n‘;1]1’3 is the radius of a sphere facial structure we refer the interested reader to our previous
which contains on average one electron apdk/k:. The  publications.
first term in Eq.(11) is the first order correction to the system
energy from the electron-ion pseudopotential, whereas the
terms grouped inside the square brackets are, respectively,
second order corrections. In order to compensate for the fail-
ure of the bare pseudopotential to ensure the mechanical sta-
bility of the model system, as well as to yield the correct We consider first the results of simulations in which the
value for the heat of vaporization at the experimental bulkEIMP nonlocal pseudopotential was used. This pseudopoten-
density, it is necessary to introduce corrections to the strucial has the forn36]
ture independent ener$9,22. These empirical corrections
are embedded in the last contributiondg in Eq. (11), and
their importance is demonstrated in Fig. 4.

IV. RESULTS

A. EIMP nonlocal pseudopotential

Vis(n =2 [V +{Vu(n = VHOIINAL - 12
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where V{(r) is a pseudopotential average over all states
other than the first valence state for a given angular momen- | ®oxp
tum I. Details of the calculation 0¢{"(r) andVy(r) can be 15 b EIMP
found in our earlier papef5]. The parameters of the EIMP
pseudopotential we used are displayed in Table I. N
The simulations were carried out for 76 000 passes, with &
each pass consisting of 1000 configurations. We show in Fig. %
5 a comparison of the calculated and experimental pair cor- &
relation functions for bulk liquid Hg at 20 °C, and in Fig. 6 a
comparison of the calculated and experimental longitudinal 05 r
density distributions in the liquid-vapor interface at the same
temperature. We note that the positions of the peaks and
troughs of the calculated and measured pair correlation func- oo P S S S—
tions are very nearly the same. Indeed, all the major features ~ ~'°° ¢ 00 S3fee dse 200
of the pair correlation function of liquid Hg, including the
asymmetry in the shape of the first peak, are successfully FIG. 6. Comparison of the longitudinal density distribution in
reproduced. We also note that the agreement between thige liquid-vapor interface of Hg calculated suing the nonlocal EIMP
calculated and observed longitudinal density distributions igseudopotential and the experimental longitudinal density distribu-
very good; both the locations and the amplitudes of the peakiéon [7].
in the longitudinal density distribution are well described by

the calculations reported. most remote from the interfagevith that obtained from a
simulation of uniform density liquid Hg in a cell defined by
B. Model local pseudopotential conventional cyclic boundary conditions in three dimensions.

. . . . The agreement between the results of the two simulations at
We now consider the results of simulations using the

model local pseudopotential described in Sec. Il. For each oZaCh of the temperatures sampled implies that the bulk re-

the temperatures considered heré®, 100, and 200 °C alr?; b(z)futr?;a:;?ch:Ic()jn:jﬁtizgospggznse?jmir?lgc(jacus;:?g the geometry
Monte Carlo simulations using the slab configuration de- At 20°C, the surface energy of liquid Hg obtained from

scribed in Sec. Il were carried out for 36 000 passes. As was . . .

found to be the case in our previously reported study of th@Ur calculations is 536 ergs/émin very good agreement
structures of the liquid-vapor interfaces of the alkali metalgVith the experimental value of 545 ergskefad]. It is
[19], these computations are much faster than those based 8ROWN that not far from the melting point the experimental
the use of the EIMP nonlocal pseudopotential. In particular?urface_ tension of liquid Hg varies linearly with temp_erature.
in real time each pass with the EIMP nonlocal pseudopoten”ccordingly, the surface energy should be nearly indepen-
tial is much longer than one with the model local pseudopo-de”t of temperature for the range our simulations cover.

tential and, as indicated, fewer passes are required befofdOWever, our calculations yield a small increase in the sur-
equilibrium is achieved. face energy when the temperature increases from 20 to

A first test of our simulations is the demonstration that the200 °C (about 6%. We attribute this discrepancy to residual
bulk structure of liquid Hg is adequately reproduced. In Fig.in@dequacies of the model local pseudopotential.

7 we compare the pair correlation functigR) calculated o o
for the innermost stratum of the simulation sléhe one C. The longitudinal density distribution

The structural feature of most interest to us is the singlet
— ion density distribution across the liquid-vapor interface.
—— EIMP model This longitudinal density profile provides the most sensitive

A Bosio et al. (1979) : . . .
0 Waseda (1980) test of our calculations. Figure 8 displays a comparison of

the longitudinal density profiles computed using the EIMP
nonlocal pseudopotential, the model local pseudopotential,
and that inferred from the x-ray reflectivity experiments of
Pershan and co-workefg]. Clearly, the results of the simu-
lations using the model local pseudopotential correctly pre-
dict the existence and spacing of the strata in the liquid-
vapor interface of Hg, but the widths of the strata are smaller
and the amplitudes of the strata are larger than are character-
istic of those in the longitudinal density distribution obtained
o P experimentally. In both cases the stratification penetrates into
10 30 50 R(A7)~° 90 1.0 the fluid interior for about three atomic diameters, and the
interlayer spacing is on the scale of roughly one atomic di-
FIG. 5. Comparison of the pair correlation function for bulk ameter. The improved agreement with experiment obtained
liquid Hg calculated using the nonlocal EIMP pseudopotential andvith the nonlocal pseudopotential is apparent; in that case
the experimental pair correlation function, at 20 °C. The experimenthe strata locations and widths are very much closer to the
tal data of Bosicet al. [31] and those of Wased#7] are shown. experimental values.
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FIG. 8. Comparison of the longitudinal density distributions in
the liquid-vapor interface of Hg calculated using the nonlocal EIMP
pseudopotentialldashed ling the model local pseudopotential
(solid line), and the experimentdfoom temperatupelongitudinal
density distribution(filled circles [7].

of the first few peaks found in the simulation results and in
the experimental results can be understood on the basis of
capillary wave theory.

Both of the calculated longitudinal density distributions
deviate most from that observed on the vapor side of the
interface; the latter has a slowly decaying broad “tail”
whereas the former do not. The inversion of the x-ray reflec-
tivity data to yield the density on the vapor side of the liquid-
vapor interface is subject to considerable experimental un-
certainty. Indeed, it is possible that the “tail” in the
longitudinal density distribution is due to the presence of a
small amount of an alien materig.g., HgO, which can
have a profound effect on the surface properfiés]. We
argue that the discrepancy between the observed and pre-
dicted longitudinal density distributions on the vapor side of
the liquid-vapor interface of Hg is due to a combination of
the limitations of the theoretical model and the inaccuracy of
the experimental results.

the innermost stratum of the simulation bolid curve with that
obtained in the a 3D bulk simulatiofeircle). (a) at 20 °C,(b) at
100°C,(c) at 200 °C.

On the liquid side of the interface the oscillatory character
of the longitudinal density distribution vanishes asymptoti-
cally as the distance into the bulk liquid increases, but at a
smaller rate in the simulation data than in the experimental
data. In fact, the amplitude of the density oscillations far
from the interface found in the simulation results is consis-

20 - T - T . T
longitudinal
15k ———- transverse
A
&
G 10
N
a
05 |
! . . A . A . .
-3.0 2.0 7.0 12.0 17.0
Position (A)

FIG. 9. Normalized transverse ion density distributidang
tent with the magnitude of the statistical noise observed ifjashed curve calculated for the innermost stratum of the simula-
the transverse density distribution deep in the bulk liquid, asion slab(model local pseudopotentjat 20 °C, superimposed on
can be inferred from the data displayed in Fig. 9. And, ashe corresponding longitudinal ion density profilid curve from
will be shown shortly, the difference between the amplitudegig. 8.
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D. The transverse pair correlation function " i " ' " "

We now examine the transver§e-plane pair correlation
function in the liquid-vapor interface of Hg, which was cal-
culated from histograms of the separations of all pairs of
particles for each thin stratum sliced parallel to the interface.
Thomaset al. have reported the results of a grazing inci-
dence x-ray diffraction study of the liquid-vapor interface of
Hg [13]. The major finding of this work was that the mea-
sured transverse structure function is very close to that of the
bulk liquid Hg. Although this result agrees with the result
obtained from a similar comparison of simulations of the pair
correlation functions in the liquid-vapor interface and in the
bulk of Cs, it must be recognized that the experimental x-ray
diffraction signal is samples from all strata within the pen-
etration depth of the incident x rayabout 30 A. Thus the
result of Thomasgt al. eliminate the possibility that there is a
highly ordered solidlike phase in the liquid-vapor interface
of room temperature liquid Hg, but they cannot provide in-
formation about differences between the transverse structure
of pairs of strata in the longitudinal density distribution. We
display in Fig. 10 the transverse pair correlation functions =2°%r
calculated for the first two outer layers, corresponding to the &
regions which enclose first two high density peaks in the
longitudinal density profile, together witlg(R) obtained
from simulations of bulk liquid Hg at the same temperatures.

The data in Fig. 10 show that for all layers beneath the out-
ermost layer in the liquid-vapor interface the transverse pair
correlation function of a layer is the same as the pair corre-
lation function in the bulk liquid, just as in the previously
reported studies of 022,19, Ga[25], Al, In, and TI[29].

The insensitivity of the transverse pair correlation function to

the point local density implies that the in-plane structure is
determined by some effective density which is defined by
averaging the point density in a volume element that has
linear dimensions comparable to an atomic diamgs.
However, Fig. 10 also shows that for Hg the pair correlation _ 20|
function in the outermost layer of the liquid-vapor interface %
is different from that of the bulk liquid. The reduction of the

peak amplitudes and the increase in peak separation are in
the expected direction because the integrated density of the
outermost peak is slightly less than that of the bulk liquid.

On the other hand, the asymmetry of the first pea§§(&) is

very much more prominent than in the bulk liquid; at 20 °C it 0.0
becomes a “hump” with considerable amplitude. -

The exaggerated shoulder on the laRyside of the first
peak of the pair correlation function is of the type which  FIG. 10. Transverse pair correlation functions for selected layers
some investigators believe is associated with dimerizationfrom the liquid-vapor interface of Hgmodel local pseudopoten-
Our results do not support this interpretation. We have extial). Bulk region (circle), second peaksolid curve, outermost
amined projections of the positions of the ion cores in thepeak(long dashed curve(a) at 20 °C,(b) at 100 °C,(c) at 200 °C.
outermost layer of the liquid-vapor interface of Hg and can

1.0

find no direct evidence for dimer formation. guide in the interpretation of experimental data. Moreover, if
we can understand in simple terms the source of the discrep-
V. DISCUSSION ancy between the results of the simulations based on the

different pseudopotentials, and develop a correction scheme,
Although the longitudinal density profile in the liquid- calculations based on model local pseudopotentials can be a
vapor interface of Hg obtained using a model local pseudopractical guide to the understanding of a variety of phenom-
potential is less accurate than that obtained using a nonlocaha and processes in complex inhomogeneous metals, e.g.,
pseudopotential, all the important qualitative features of thealloys.
experimental density profile are correctly predicted. This ob- We first address the discrepancy between the longitudinal
servation suggests that calculations based on the use ofdensity profiles obtained from the simulations based on the
model local pseudopotential can be used as a qualitativenodel local pseudopotential and experiment. We begin our
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analysis with a review of the process used to find the func- e
tional form of the density profile in the liquid-vapor interface

which best fits the x-ray reflectivity data. Several models of

the longitudinal density profile have been propog&8], but 15
we consider only the so-called distorted crystalline model
(DCM) [7,9]. This model represents the liquid-vapor inter- &
face of a metal as a “truncated solid,” with successive layers Y 10|
in the interface separated from each other by the lattice spac- ¥

ing d. One function representing the properties of the DCM
model is o5 |

* _(7— 2
(p(2)) _ _OAmexp( (z-md) ) w3

2
Pbulk 201,

0.0 . R ) R L
-3.0 -1.0 1.0 3.

0 A 5.0 7.0 . 9:0 l 11.0
. . z (A)

In Eq. (13), the rms displacement of each layer is character-

ized by a Gaussian function, the width of which increases FIG. 11. Longitudinal ionic density profiles in the liquid-vapor

with penetration into the metal; in the lim#t—o the uni- interface of Hg at 20 °C: Monte Carlo simulation démaodel local
form density of the bulk liquid metal is recovered. Note thatpseudopotential & ¢ ¢ ), the distorted crystalline modét-) with
the amplitude of thenth Gaussian term is d=2.7 A, 0=0.43 A, ands,=0.64 A.

AL =(1N2m)(dloy). on the model local pseudopotential. Magnusseal. [7] re-

ported that the following values of the DCM parameters pro-
The width o2, which measures the mean-square displacevide the best fit to the intensity as a function of incident
ment of an atom from its lattice position, is commonly sepa-angle of the x-ray reflectivity from the liquid-vapor interface
rated into two componentsu’,=o3+mo?, where o3  Of Hg at room temperature: spacing between the first and the
Egg(-r) alone is temperature dependent astlis a con- _second layerd=3.05+0.15 A,_and between the subsequent
stant. The value ofr is a measure of the increasing rms inner layersd=2.76+0.20 A; 0=0.50+0.05 A, 0,=0.95
variation of the “lattice” position of a particle as the dis- =0.05 A. Note the use of different spacings between the first
tance into the bulk liquid increases. The effect of temperatur@end second layers and between all subsequent layer. The
on the longitudinal density profile is accounted for by repre-analogous fit to the model local pseudopotential simulation
senting the long wavelength thermal excitations as capillargata at 20 °C witld=2.7+0.1 A, =0.43+0.05 A, ando,
waves. Then =0.64+0.02 A, is displayed in Fig. 11. Except for the use of
a single interlayer spacing and the valueogf, the overall
agreement between the values of the corresponding param-
eters is quite satisfactory. And, although the best fit of the
simulation data uses the same interlayer spacing throughout
The first term on the right hand side of E44) is an intrin-  the interface, the combined uncertainties of the values of the
sic contribution to the width of a stratum in the longitudinal first interlayer spacing values for the experimental data
density profileg[9], and the second term is the capillary wave +=0.15 A and the simulation data;0.10 A, is close to the
theory representation of the mean-square fluctuations in theifference in their values.

kg T
2_ 2 B
UO—Uint+—2W7|n(

qmax

14

Umin

height-height correlation functiorl7]. The scale of the cap- A similar comparison of the best fit of the nonlocal
illary wave amplitudes is set by(T), the liquid-vapor in-

terfacial tension at the given temperature. The largest wave " T T T T

factor (Qma contribution to the thermal excitation of the

interface is defined (moe) to be 27/d, whereas the small- 15 ]

est wave vectord,,,) contribution depends on the size of

the sample and is dictated by the resolution of the x-ray
reflectivity data[7,9]. The interlayer spacing and the several %
contributions to the Gaussian width are model parameters X
that are varied to obtain the bet fit to the experimental data. =
As written, Eq.(13) represents a longitudinal density distri-
bution that tends to zero rapidly on the vapor side of the 05
interface. To account for the slowly decaying “tail” on the
vapor side of the interface, Pershan and co-workers supple-

mented Eq(13) with a series of Gaussian terms with center cola@OS o
locations, amplitudes, and widths which are very different -50 =36 -1.0 10 30 5-2 70 90 110 130 150
from those characterizing the rest of the longitudinal density z()

distribution. FIG. 12. Longitudinal ionic density profiles in the liquid-vapor

It is instructive to use the DCM to interpret both the ex- interface of Hg at 20 °C: Monte Carlo simulation datzonlocal
perimental and the theoretical interfacial structure data. FOEIMP pseudopotentiag{OOO), the distorted crystalline modét)
this comparison we use the results of the simulations baseglith d=2.85 A, 0=0.50 A, ando,=0.85 A.
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pseudopotential simulation data to the DQOkske Fig. 12 -
yieldsd=2.85 A, 0=0.50 A, ando,=0.85 A. These values, [
aside from the use of a single interlayer spacing, are in good, 15|
but not perfect, agreement with those for the fit to the experi-
mental data; again, it is the values®f that differ the most. R
We note that the amplitudes of the oscillations of the lon- 3‘2
gitudinal density profile, especially the height of the first &
peak, are strongly dependent on the valuergf The differ- =
ence in the peak heights between the experimental and the-

oretical longitudinal density distribution@=ig. 8 suggests osr

that we examine the contributionsdg. We observe that the

longest capillary wave that contributes to the thermal broad-

ening of the observed longitudinal density distribution is 00 % 00 80 60 80 120 150
much larger than can be supported by the simulation sample z(A)

by the ratio of the macroscopic Igngth Correspondlng to In- FIG. 13. Normalized longitudinal ion density profiles at 20 °C
strument resolution to the simulation slab length. Taking th?solid curve, 100°C (long dashed curye and 200 °C (dotted
shortest contributing capillary waves to be the same for botlgurve)_ The simulation datémodel local pseudopotentjare based

experimept a'_’ld simu!ations, we estimate th? magnitude ofp 36<10P configurations, from which the last810f are used in
the logarithmic term in Eq(14) for the experiment to be collecting the final statistics.

approximately three times bigger than it is for the simulation
shape; this estimate is based on the reported vdlllefor  the interlayer spacing is insensitive to temperature over the
the pure capillary wave contribution to the rms displacementange studies. Arguments similar to those used to interpret
in the liquid-vapor interface of Hg, 0.8-1.0 A, and the sur-the temperature dependence of the structure of the liquid-
face tension of Hgyy=485 mN/m. Direct calculation of the vapor interface of Ga also hold for Hg5]. Nevertheless, we
capillary wave contribution to the broadening of the longitu-find it helpful to analyze the longitudinal structure of the
dinal density distribution obtained from the simulations re-liquid-vapor interface of Hg using the DCM described
quires knowledge of the surface tension of the model systemabove. Despite slight deterioration in the quality of the fit at
which can differ from the experimental surface tension, anchigh temperature, all three data sets obtained from the Monte
which is not available from our calculations. For present pur-Carlo simulations are well described by the DCM. In particu-
poses we substitute the experimental surface tension for thagr, we find that the three temperature fits yield nearly iden-
of the simulation model. Then we find that the magnitude oftical values ford and o (2.71 and 0.43 A, respectively
the mean-square displacement due to capillary wave excit&&onsequently, in the DCM the value of, dominates the
tions is 0.27 & (o35,=0.52 A). At 20°C, from the known temperature dependence of the longitudinal density profile.
values of ¢5M?=0.41 & and (@32, we find 03,=0.14  The values ofo, obtained from our simulation data are
A? (04v=0.37 A). Assuming that the experimental value of 0.64 A at 20°C, 0.68 A at 100 °C and 0.74 A at 200 °C. The
the intrinsic contribution is of comparable magnitude in theassumption that the temperature dependence resides prima-
simulations and the real interface, a rough estimate of theily in the capillary wave contribution leads to the inference
experimental value obg™™ can be obtained fromaG™®)?  thato? varies linearly withT, because the surface tension of
~o2,+3.0(c3m)2, The value thus deduced is 0.95 Aead-
ing to o§™=0.97 A, which falls nicely within the error mar- ' ' ' ' ' '
gins of the fit to the experimental datar{=0.95+0.05 A). 0.90 |
This results implies that the height of the first peak in the
simulated longitudinal density profile should be about 39%
larger than that of the observed first peak, in very good 070 |
agreement with the 35% increase in peak height we find. We _
conclude that the observed discrepancy between the ampli- <
tudes of the peaks in the simulated and experimental longi- "¢ %5 |
tudinal density distributions is predominantly due to the dif-
ference in the magnitude of the contribution due to capillary
wave excitation, which is governed by the difference be-
tween the sizes of the simulation sample and the experimen-
tal sample. 010 . . .
We now examine whether the temperature induced varia- 200.0 300.0 400.0 500.0 600.0
oo o . T (K)
tion in the structure of the liquid-vapor interface of Hg can
be rationalized with current theories. Figure 13 displays the gG. 14. variation of the mean-square displacemery)? [see
normalized longitudinal density profiles of liquid Hg ob- gq. (14) in tex{] with temperature. Monte CarléMC) simulation
tained from the quantum Monte Carlo simulations at 20, 100gata(filled circles, linear function(least squaresit to the MC data
and 200 °C, respectively. Just as in the case of8athe  (solid curve. The linear function intersects the vertical
effect of increasing temperature on the interfacial structure of- 273 °C) at 0.17 Awhich is reasonably close to the valued,
Hg is to decrease the amplitude of the surface oscillations(0.14 A2) used in text.
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Hg varies linearly withT for the temperature range under ' '
consideration. As shown in Fig. 14, this expectation is ful- I
filled by the simulation data. A more detailed examination of

the simulation data reveals that the temperature induced

-
(]
T

>

variation in the interface structure is almost entirely due to ?

the capillary wave termy,,in Eq. (14). A crude estimate of S
the surface tension of the simulation system can be inferred g "°

from the slope of the linear dependenceﬂéfonT (solid line Té

in Fig. 14); the value obtained is about 20% larger than the ‘g
0.5

experimental value of the surface tension at the melting point
(498 mN/m).

Since the capillary wave theory treadgT) as an input
parameter, a calculation of this parameter from the simula- 0.0
tion data is required to confirm the internal consistency of
our interpretation of the structure of the liquid-vapor inter-
face of Hg. An exact expression for(T) in terms of the FIG. 15. Normalized longitudinal density profiles of liquid Hg:
direct correlation function of the inhomogeneous fluid can bgon density distribution(circles and electron density distribution
derived by considering the change in the grand potential agsolid curvg at 20 °C, ion density distributiofsquarel and elec-
sociated with the increase of surface area induced by flugron density distributior{dotted curvg at 100 °C, ion density dis-
tuations in the position of the Gibbs dividing surface. tribution (diamond$ and electron density distributioitong dashed

Triezenberg and Zwanzig6] have shown that curve at 200 °C.
KT (= dp(z,) dp(zy) the sign of the excess entropy associated with the structured
Y= 4z dzlf (x§+y§)T c@(rq,r,)dr,, interface that we have discussed in this paper. Recent experi-
—o 1 2

mental study, by Kolevzon and Pozdniakov, of the light scat-
tered from thermally excited capillary waves in the liquid-
vapor interface of Hg[45] demonstrate thaty/dT<O.
These investigators have proposed a thermodynamic analysis

(19

wherec®)(r,,r,) is the direct correlation function. In prin-

ciple, if g(r) [and, consequently, the total pair correlation - A X )
function h(r)=g(r)—1] is available from, e.g., computer N which a liquid metal is considered to be a two-component

simulations, one can compute the direct correlation functiorfftid composed of positive ions and free delocalized elec-
using the Ornstein-Zernike relation trons, respectively, each treated as an assembly of classical
’ particles. They then show thaty/dT<O implies that the

1 e?(q) longitudinal electron density distribution must broaden as
g(r)y—1= j dgexp(—ig-r)————=——_ (16)  temperature increases. This inference is inapplicable to a real
(2m)® 1-pe'?(q) i i
p metal because of the assumption that the electron gas is clas-

. . . sical. We show in Fig. 15 the normalized electron density
Unfortun_ately, accurate cak_:ulatlon o{T) by this route 'S profiles in the liquid-vapor interface of Hg at 20, 100, and

not feasible for our simulations because the sample size i 00 °C obtained from our self-consistent Monte éarlo ’s;imu—
too small(the interfacial area is a square with edge Iengthlations. As expected from the value of the Fermi temperature

only eight atomic diameters f the electron gas, our calculations show that the longitudi-

It is an elementary consequence of therquynamms Fha(r){al electron density distribution is insensitive to temperature
the temperature derivative of the surface tension determine

the excess entropy associated with the interfaceyfd T i the range considered.

<0 the excess entropy is positive. A_Ithough a positive ex- ACKNOWLEDGMENT
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